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ABSTRACT
Rich engagement data can shed light on how people interact with online content and how such interactions may be determined by the content of the page. In this work, we investigate a specific type of interaction, backtracking, which refers to the action of scrolling back in a browser while reading an online news article. We leverage a dataset of close to 700K instances of more than 15K readers interacting with online news articles, in order to characterize and predict backtracking behavior. We first define different types of backtracking actions. We then show that “full” backtracks, where the readers eventually return to the spot at which they left the text, can be predicted by using features that were previously shown to relate to text readability. This finding highlights the relationship between backtracking and readability and suggests that backtracking could help assess readability of content at scale.
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1 INTRODUCTION
Monitoring the interaction of users with Web pages at a large scale has contributed to a better understanding of reading behaviors [18] and to connecting patterns of readers’ engagement to the textual content of articles [6]. At the same time, textual features have been used to model important aspects of writing, such as how readable [4] or engaging [20] a specific document may be. The latter, however, does not take into account the empirical behavior of readers, nor does it take into account specific attributes of the publication audience.

In this work, we use page instrumentation data1 collected during reading sessions of online news articles in order to measure and study a reading behavior we refer to as backtracking. This under-explored signal of engagement occurs when readers scroll back or upward (see Figure 1) within an online article. A reader may backtrack, for instance, to re-read a previous section of the text. This definition of backtracking diverges from how backtracking was defined in lab studies of readability and text comprehension. For example, studies of saccades [31] — short, rapid eye movements between two close fixation points — refer to backtracking as regressive saccades, when the reader goes back a few words in the text. In contrast, our notion of online backtracking, while not as fine-grained, presents multiple advantages. Such signals can be collected at scale by simple instrumentation of a Web page, allowing for regular observation of reading behavior in naturalistic settings over long periods of time.

Studying fine-grained signals of engagement such as backtracking at a large scale has the potential to greatly inform our understanding of reading and text. Recent work has examined similar signals to understand reading behavior in relation to textual content. In particular, Lagun and Lalmas [18] use within-page measurements of engagement, such as dwell time, to categorize reading sessions depending on the time spent in different areas of the page. Grusky et al. [7] use similar data to show that reading speeds (i.e., words-per-minute reading rates) are consistent with the ones observed in lab studies. Finally, recent work has begun to explore the modeling of user behavior using content-based features. Grinberg [6] has used accumulated information gain in the article to predict the farthest point read by users on the page.

In this work, we focus on backtracking behavior and its potential to reflect the qualities of the text. To this effect, we examine 1.4M sessions in which about 25K users read and engage with 8,000 online news articles across two major online publications. Because readers can backtrack for a variety of reasons, we define, explore, and measure the prevalence of three different forms of backtracking within articles. To better understand the connection between backtracking and article text, we develop text-based models that predict which articles experience high and low frequency of backtracking actions. We find that the signal we characterize as full backtracking — where a reader, after backtracking, eventually returns to the spot at which they stopped reading — is related to properties of the text such as coreference and lexical features. Our results point towards the potential of backtracking as a new audience-driven approach to predict text comprehension at scale.

2 RELATED WORK
User engagement has been studied in depth since the early days of the Web. Signals have been gathered at page level (e.g. click-through rate [13]) or within pages, and in different settings, either

---

1The anonymized instrumentation data was graciously provided by Chartbeat for research purposes as detailed in Section 3.
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transparency via instrumented pages or in controlled user studies. Such signals have then been leveraged for multiple tasks, such as understanding interaction with news articles [18], search satisfaction in browsers via mouse movements [11], or in mobile devices via touch actions [30]. Within the large body of work on this topic, we focus on work pertaining to reading behavior observed via eye-tracking devices, to readability, and to measuring the relationship between engagement and content.

Eye-tracking devices have been used in lab studies in order to examine readers’ behavior. Most related to our work is the study of saccades, which are defined as a rapid movement of the eye between fixation points [31]. Saccades occur most often when scanning a text or trying to spot a specific piece of information while reading. Regressive saccades consist of going back by a few words, or a line at most, and represent about 10-15% of saccade events. They have also been referred to as backtracking, but differ from our definition of online backtracking as they operate at a much smaller scale. Eye tracking has also been used to explore the processing complexity of text when reading [16]. Other studies [15, 21–23] have incorporated eye-tracking and psychology in qualitative experiments and showed that good readers backtrack efficiently, while poor readers sometimes struggle to find the location that caused the difficulty, under the conjecture that comprehension failures are the cause of the regressive fixation. In contrast, our backtracking signal uses scrolling as a proxy for eye movement on the news article and is less granular, but requires no equipment and can be observed at scale.

Reading behavior has been studied extensively through the analysis and prediction of text readability. Traditional readability measures are typically derived from simple ratios of text properties, such as the average number of words per sentence, or the frequency of difficult words [2]. We take advantage of commonly used reading metrics, such as the Automated Readability Index (ARI) [33], which is defined as a function of the average character-per-word and word-per-sentence ratios. Other readability measures that we explore count the number of syllables per word [5, 25] or compute a ratio of multi-syllable words and the number of words and sentences [8, 17] to assess reading ease or grade level difficulty. Other reading indices include the Dale-Chall formula [3] that leverages a predefined list of “easy” words, with every word being considered “difficult,” or the nonlinear SMOG index [24], which uses syllable counting in order to identify challenging polysyllable words. Readability studies have also explored more complex language models [1, 28] considering grammatical structures [9, 10] and methods such as entity-grid representation [29, 32]. Feng et al. [4] have compared between different features for readability assessment, including coreferences, lexical and discourse features. These readability studies focus on assessing readability by grade level, using for instance manually-tagged datasets for grades 2-5 [27], or are targeted to non-native speakers, who are trying to learn a new language [28]. This makes these approaches not applicable to our domain of online news articles, for which most readers are past grade-level reading and are to the most part native speakers. For such an analysis, we lack large-scale manually tagged corpora, thus adopting the backtracking signal instead.

Similar to our work, which does not rely on manually-tagged corpora, other work has taken advantage of the textual content of Web pages to understand user behavior. In particular, Grusky et al. [7] and Lagun and Lalmas [18] have examined ways of measuring, validating, and modeling how users engage with online news articles. Similarly, Grinberg [6] has looked at semantic information gain and the development of ideas within the body of articles along with their topics in order to predict different types of engagement on news articles. We extend this existing line of work by focusing on a new signal of engagement, backtracking, which captures different aspects of reading behavior.

3 UNDERSTANDING BACKTRACKING

We first define backtracking events and identify the different types of backtracking seen in the data. We also describe backtracking patterns at page level, user level, and session level.

Backtracking takes place when readers break their sequential reading of an online document and scroll up, returning to a previous point in the text. One possible interpretation of such an event in the context of online news is that the user interrupted their sequential reading in order to re-read portions of the document, for example to find earlier references, to names, or to get additional clarity on content that may impact their understanding of the rest of the article [21–23]. Backtracking events may also involve other tasks the reader may perform on the page, such as, navigation or response to ad placement [36]. We explore several definitions that capture different aspects of backtracking.

Figure 1 presents the reading pattern for three different types of backtracking on Web pages.

**Defining backtracking (BT) events.** A backtracking event occurs during a page-read event and is represented by an origin and target point defined as the tuple:

\[ b = (\text{start}, \text{end}, \text{reach}) \]

Figure 1 presents the reading pattern for three different types of backtracking events. The first two values, start and end, represent the actual backtracking action and indicate a location in the article (hence, start > end). We also define reach as the furthest location reached by the user following the current backtracking event. Capturing the reach value for each backtracking action helps interpret the context of the action by noting whether the user leaves the page, keeps scrolling or eventually returns to the start point. We define three types of backtracking events:

- **Simple backtrack:** Reader \( r \) scrolls back on page \( p \) but does not keep scrolling afterwards. Based on our previous definition, for the tuple \( (\text{start}, \text{end}, \text{reach}) \), reach \( \leq \text{end} \). This is the most basic backtracking signal.
will experience a backtracking action. In addition, we observed that

Table 1: $P_{20}$ dataset size and number of backtracking events

<table>
<thead>
<tr>
<th></th>
<th>Users</th>
<th>Pages</th>
<th>Sessions</th>
<th>Simple BT</th>
<th>Continued BT</th>
<th>Full BT</th>
</tr>
</thead>
<tbody>
<tr>
<td>LONG</td>
<td>15,949</td>
<td>3,968</td>
<td>694,728</td>
<td>57,897</td>
<td>28,840</td>
<td>246,787</td>
</tr>
<tr>
<td>SHRT</td>
<td>11,117</td>
<td>3,957</td>
<td>763,335</td>
<td>49,211</td>
<td>127,421</td>
<td></td>
</tr>
</tbody>
</table>

- Continued backtrack: Reader $r$ scrolls back, and proceeds to
  scroll forward afterwards but does not return to the start
  location ($start > reach > end$).
- Full backtrack: Reader $r$ scrolls back, and eventually returns all
  the way to the backtrack starting point ($reach \geq start$).

In order to better capture intentional backtracks and meaningful
movements of readers, we only consider backtracking of at least
100 pixels in range (consisting of about a dozen lines of text), where
the user spends at least 15 seconds on the page after completing the
backtrack.

**Dataset description.** Our dataset was provided by Chartbeat and
includes data from two popular news websites from 2015. The
first website is a popular news and entertainment magazine with
long-form content, which we will refer to as LONG. The second,
a popular short-format news website, will be referred to as SHRT.
The raw data consists of “pings,” which are defined as a record
of viewport information [7] associated with a single user reading
session on a single page. Pings are collected every 15 seconds, or
at longer time intervals if a user is inactive. Every ping contains
information about the visited page in the browser by a specific
user, including height, width, length of the news article and the
current position of the user on the page, all measured in pixels. We
keep only data pertaining to English articles and originating from
desktop (non-mobile) sessions. We consider only sessions that are
longer than 30 seconds, as they are more likely to be indicative of
actual reading behavior.

We refer to the session where a single reader $r$ is reading a
single page $p$ as a read event. For most of the analysis below, we
are using a subset of the dataset with pages $p$ that have at least
20 reading sessions which we refer to as $P_{20}$. We chose to use
$P_{20}$ in order to ensure we have sufficient signal of behavior for
each page, and reduce the effect of outliers (We perform sensitivity
analysis in Section 4 to show how this choice effects performance
in a prediction task.) The number of users, pages sessions and
backtracking events performed in $P_{20}$ are shown in Table 1.

Table 1 presents statistics on the different types of backtracking
for pages that have passed the initial filtering $P_{10}$. We see that for
roughly the same number of pages and reading sessions, LONG
has almost twice as many full backtracking events, but less than
half the number of simple backtracking events. There are two key
factors that may explain this divergence. First, on the LONG site,
pages are typically longer (5,000 pixels on average) than on SHRT
(3,000 pixels on average). The longer the page, the more chances it
will experience a backtracking action. In addition, we observed that
on SHRT, a large proportion of simple backtracks end at the top of
the page. This is likely a result of a static the navigation bar at the
top of the page on SHRT website, causing the user to return to the
top of the page in order to navigate to another area in the site.

As shown in Table 1, the $P_{20}$ the dataset contains 1.4M reading
sessions, but far fewer backtracking events. The majority of reading
sessions have no backtracking event: 78% of the sessions in the
LONG dataset, and 88% of the sessions on SHRT do not include any
full backtracking event.

**Backtracking patterns.** Figure 2 shows the typical sizes of back-
tracking actions using a cumulative distribution function (CDF) of
sizes for the three types of backtracking, measured in pixels. Given
backtracking event $b \in B$, where $B$ is the set of all backtracking
events, let size$(b) = \text{start}(b) - \text{end}(b)$. Given any size $x$ ($x$-axis), the
CDF is $F(x) = P(\text{size}(b) \leq x)$ for all $b \in B$ ($y$-axis). As the figure
shows, even though the pages on LONG are significantly longer
than on SHRT, the typical size of full backtracking is smaller on
LONG. For example, about 80% of the full backtracks (top curve in
each figure) are under 550 pixels in size in LONG, while the same
is true for only 75% of the backtracks on SHRT (top curve on both
tables).

![Figure 2: Backtracking sizes (in pixels) CDF](image)

When readers backtrack, do they backtrack more than once? Figure 3 shows the number of backtracking events for sessions where
there was at least one backtrack, for each type of backtracking
event. For example, the right-most pane shows that 15% of LONG
(red) sessions have exactly one full backtracking event. The rest of
the sessions, that account for about 7% of the total number of
sessions, contain two or more full backtracking events.

![Figure 3: Number of backtracking events occurring across all sessions](image)

We expect some pages to have more backtracking events than
others, and we indeed verified that the variance of pages is much
greater than would have been be expected if the backtracking was
a random event, e.g., modeled as a Bernoulli variable. We consider
backtracking behavior to be close in nature to a Bernoulli, as we
can see that backtracking more than once is rare and as such it
is better to ask whether or not any backtracking event occurred.
Figure 4 shows the page-level backtracking distribution for articles
in $P_{20}$. The x-axis shows the backtracking-per-session average for
each page, which is the number of backtracking events divided by
number of reading sessions per page. The y-axis shows the number of pages with this average in each bin. For example, the right-most pane shows that, on LONG, very few pages have an average of more than 0.6 backtracking events per session. We see that for full backtracking, there is a significant difference in both variance and mean of the backtracking event distributions of the two domains.

Figure 4: Are some pages more prone to backtracking? Pages’ mean number of backtracking events per reading session.

Are readers different in their tendency to perform backtracking? To answer this question we examine a slightly different subset of the data, U_20, comprised of reading sessions by users that have at least 20 reading sessions. Figure 5 shows the histogram of users’ mean number of backtracks per session. Again, we see that the observed variance is much greater than if users backtracked at random, as a Bernoulli variable. The x-axis represents the average number of backtracking events per session, and the y-axis is the number of users within that bin. For example, half of LONG’s readers (red) perform a full backtrack (right pane) once every three reading session on average. Compared to the page data (Figure 4), both the simple and full backtracking figures are more right-skewed, for both domains. For example, for the SHRT users (blue), there are many users that rarely perform any full backtracking.

Figure 5: Do some users backtrack more frequently? Users’ mean number of backtracking events per reading session.

4 PREDICTING BACKTRACKING

How well can backtracking events be predicted, and what is the contributions of different features in predicting backtracking events? In this section we explore this question, also touching on the difference between types of backtracking events. The descriptive analysis suggests that LONG pages generate higher numbers of full backtracking events, which are more likely to relate to readability (as we also show below). Considering this finding, the analysis in this section is using only the LONG articles (line 1 in Table 1).

We define a binary classification task where we predict whether a page is likely to have a high or low number of backtracks per reading session. Based on the hypothesis that backtracking occurs when readers re-read a piece of text that they did not fully understand, we suggest that backtracking is an indicator of readability issues. We therefore examine several readability-related measures for texts as part of our prediction task, using a set of features inspired by previous work on readability by Feng et al. [4]. We consider four families of features at the article level:

Lexical features. These features have been shown to have strong predictive power in readability tasks, and can capture many different aspects of the text. The features include several established readability measures mentioned earlier, like the Dale-Chall score, and some simple text properties, such as average sentence length and the number of syllables per word. These features are computationally cheap to generate and do not require deep computational analysis.

Entity-density features. Entity-density features have been shown to be useful in readability prediction [4] mostly due to the fact that new concepts are often introduced in a narrative by entities (e.g. names, locations) and might impose additional burden on readers’ working memory. In order to collect entities, we used spaCy\(^2\) [12].

Part-of-speech (POS) density features. POS-based grammatical features are widely used for various tasks, including readability. In particular, [4] showed that noun-based POS features generate the highest classification accuracy in predicting correct readability grade level. In order to generate POS features, we use the spaCy POS tagger [12].

Coreference chain features. Coreference features were first studied in [4] for readability modeling, though they did not perform as well as two previous families of features in the earlier work. Our conjecture is that these features may help in representing the cognitive load on the user and should directly affect backtracking. We extract these features using the End-to-end Neural Coreference Resolution library\(^3\) based on work by Lee et al. [19].

Table 2 provides more details about the features used for each family.

4.1 Defining the backtracking prediction task

Since our goal is to predict whether or not an article will have a high or low number of backtracking per reading session, we divide the training data into three equally sized sections, representing high backtracking, medium backtracking, and low backtracking based on the distribution shown in Figure 4. By excluding the third of the pages with medium backtracking and focusing on the equally sized high backtracking and low backtracking pages, we end up with balanced classes and a binary class label \(y \in \{0, 1\}\), for two thirds of our training examples. We perform the same procedure for the development and test sets. We tested in preliminary experiments a set of classifiers such as SVM, logistic regression, and decision trees, we found that random forests performed best across all sets of features. Therefore, we use random forests for our analysis.

\(^2\)https://spacy.io/
\(^3\)https://github.com/kentonl/e2e-coref
We examine how well the prediction performs with the full set of features. We use length because, as mentioned above, longer pages span of coreference chains in the text, is especially illuminating. We associate each feature type with the length of the page, our control task based on Table 2. For the feature ablation procedure, we assess the importance of the different types of features. From the P20 dataset, we keep only articles from LONG and split the samples into training, development and held out test sets with 75% – 10% – 15% proportions. After filtering the medium backtracking pages, this dataset consists of 1,991-256-404 pages and 324,708-38,927-71,364 user sessions for training, development, and test sets. The allocation of pages to training, development and test set was determined by a random hash of the page URL. While we expect larger thresholds to yield better performance when we wish to know if requiring more information (a larger number of views) is informative we have on every page. As mentioned earlier, pages with fewer than 20 views were discarded from our prediction task. We perform an analysis akin to [14], including feature ablation. As mentioned before, the data for the prediction task is balanced and thus the expectation for a random prediction model is 50%. However, if we consider using the length (in pixels) of the page as the only prediction feature, the baseline to surpass is roughly 75%, in terms of accuracy.

The results, achieved on the held-out test set (and thus only computed after the work was complete) are shown in Table 3. The best performance was achieved using a random forest model for full backtracking events, with an accuracy of 83.8%. We performed feature ablation by choosing a subset of features for the prediction task based on Table 2. For the feature ablation procedure, we associate each feature type with the length of the page, our control variable. We use length because, as mentioned above, longer pages provide more opportunity for backtracking, and length alone been shown to have significant predictive power for backtracking.

Table 3: Feature ablation for full backtracking prediction

<table>
<thead>
<tr>
<th>Features</th>
<th>Accuracy</th>
<th>F1</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>All features</td>
<td>0.838</td>
<td>0.839</td>
<td>0.901</td>
</tr>
<tr>
<td>Lexical + length</td>
<td>0.824</td>
<td>0.826</td>
<td>0.889</td>
</tr>
<tr>
<td>Coreferences + length</td>
<td>0.802</td>
<td>0.806</td>
<td>0.861</td>
</tr>
<tr>
<td>Nouns + length</td>
<td>0.786</td>
<td>0.786</td>
<td>0.856</td>
</tr>
<tr>
<td>Entities + length</td>
<td>0.785</td>
<td>0.788</td>
<td>0.841</td>
</tr>
<tr>
<td>Length only</td>
<td>0.747</td>
<td>0.739</td>
<td>0.809</td>
</tr>
</tbody>
</table>

These features represent a single facet of the textual context, compared to the set of different features included in the "lexical" set. When applied to the other two forms of backtracking, the complete model with all features can predict simple and continued backtracking with accuracy of 55% and 60% respectively, compared to the 85% accuracy of full backtracking prediction, the reduced performance of these models suggests that textual features are less useful in predicting simple and continued backtracking events. This follows our hypothesis that these two forms of backtracking are driven to other aspects of user actions, such as scrolling for inter-page navigation purposes.

Another aspect of the prediction task is the amount of information we have on every page. As mentioned earlier, pages with fewer than 20 views were discarded from our prediction task. We perform an analysis akin to [14], including feature ablation. As mentioned before, the data for the prediction task is balanced and thus the expectation for a random prediction model is 50%. However, if we consider using the length (in pixels) of the page as the only prediction feature, the baseline to surpass is roughly 75%, in terms of accuracy.

The results, achieved on the held-out test set (and thus only computed after the work was complete) are shown in Table 3. The best performance was achieved using a random forest model for full backtracking events, with an accuracy of 83.8%. We performed feature ablation by choosing a subset of features for the prediction task based on Table 2. For the feature ablation procedure, we associate each feature type with the length of the page, our control variable. We use length because, as mentioned above, longer pages provide more opportunity for backtracking, and length alone been shown to have significant predictive power for backtracking.

We notice that the lexical features hold the most predictive power, followed by coreference features. The strong performance of the coreference features, which characterize the average length and span of coreference chains in the text, is especially illuminating.

Table 2: List of features computed for every article.

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dale-Chall score</td>
<td>Readability formula based on frequency of difficult words</td>
</tr>
<tr>
<td>ARI</td>
<td>Readability formula based on the relative length of words and sentences</td>
</tr>
<tr>
<td>Avg. syllables</td>
<td>Average syllables per word</td>
</tr>
<tr>
<td>SMOG grade</td>
<td>Readability formula based on the number of polysyllables (3 or more syllables)</td>
</tr>
<tr>
<td>Flesch-Kincaid score</td>
<td>Readability formula based on the ratio between sentences, words and syllables</td>
</tr>
<tr>
<td>Images</td>
<td>Number of images in article</td>
</tr>
<tr>
<td>Words</td>
<td>Number of words in article</td>
</tr>
<tr>
<td>Sentences</td>
<td>Number of sentences in article</td>
</tr>
<tr>
<td>Entities</td>
<td>Number of named entities in article</td>
</tr>
<tr>
<td>Unique entities</td>
<td>Number of unique entities in article</td>
</tr>
<tr>
<td>Coreference chains</td>
<td>Number of coreference chains in article</td>
</tr>
<tr>
<td>Avg. coreference chain span</td>
<td>Average distance (in words) between words in the same chain</td>
</tr>
<tr>
<td>Avg. coreference chain size</td>
<td>Average number of words per chain</td>
</tr>
<tr>
<td>Percentage of nouns</td>
<td>Percentage of nouns in article (including entities) out of all tokens</td>
</tr>
<tr>
<td>Percentage of unique nouns</td>
<td>Percentage of unique nouns in article (including entities) out of all tokens</td>
</tr>
</tbody>
</table>

4.2 Prediction based on textual features

We examine how well the prediction performs with the full set of features, and assess the importance of the different types of features. From the P20 dataset, we keep only articles from LONG and split the samples into training, development and held out test sets with 75% – 10% – 15% proportions. After filtering the medium backtracking pages, this dataset consists of 1,991-256-404 pages and 324,708-38,927-71,364 user sessions for training, development, and test sets. The allocation of pages to training, development and test set was determined by a random hash of the page URL. While a similar setup, but on a different subject, we perform an analysis akin to [14], including feature ablation. As mentioned before, the data for the prediction task is balanced and thus the expectation for a random prediction model is 50%. However, if we consider using the length (in pixels) of the page as the only prediction feature, the baseline to surpass is roughly 75%, in terms of accuracy.

The results, achieved on the held-out test set (and thus only computed after the work was complete) are shown in Table 3. The best performance was achieved using a random forest model for full backtracking events, with an accuracy of 83.8%. We performed feature ablation by choosing a subset of features for the prediction task based on Table 2. For the feature ablation procedure, we associate each feature type with the length of the page, our control variable. We use length because, as mentioned above, longer pages provide more opportunity for backtracking, and length alone been shown to have significant predictive power for backtracking.

We notice that the lexical features hold the most predictive power, followed by coreference features. The strong performance of the coreference features, which characterize the average length and span of coreference chains in the text, is especially illuminating.
4.3 Controlling for Users and Topics

We show above that the textual features of an article could help predict pages with high versus low levels of full backtracking. However, we do not rule out the possibility that the text-based features are a function of the topic of the article (e.g., “health” or “sports”), or that the reader’s choice of topics and articles to read is the one causing the observed differences in backtracking. For example, it could be that sports articles are easier to read or that users who choose to read sports articles tend to backtrack more often. In this section, we extend the analysis above to control for topics and users.

**Topic vector.** Article topics have been shown to have an effect on a user’s reading behavior [6, 18]. Do topics have an effect on backtracking as well, and do they explain away the impact of any of the textual features? To examine this question, we used the set topics associated with every article as provided by LONG. We use the 35 most representative topics by removing from the dataset those that are either too rare or too frequent. From the selected set of topics, we produce a binary topic vector \( T_i \in \{0, 1\}^{35} \) for every page. Then we add this vector as a new feature to our previously described backtracking prediction model. We do not observe any significant changes in the results, reaching +1% in terms of accuracy, F1, and AUC compared to the results of the original model, as shown in Table 3. We also verified that the topic vector on its own is not a strong predictor of backtracking. Using the length of a page as control, a length + topic vector prediction task reaches 0.755, 0.747, 0.815 in terms accuracy, F1, and AUC — i.e. does not perform any better than a prediction based on length alone (as shown in Table 3).

**Types of users.** To effectively account for the effect of users choice of articles on backtracking we perform a similar prediction model to the one above, this time using the reduced-dimensionality user-page matrix as a feature in the prediction. Kallus et al [26] have shown that the use of matrix factorization to infer confounders can reduce the bias caused by measurement noise. Assuming specific users visit specific pages, we wish to learn the latent factors capturing different types of users, and further explore their significance on backtracking behavior. To this effect, we have built a binary page-user matrix \( X \in \mathbb{R}^{m \times n} \), where \( m, n \) represent the number of pages and users respectively from Table 1 and where \( X_{ij} \) is assigned the value 1 if user \( j \) visited page \( i \) and the value 0 otherwise.

In order to discover latent factors or low-dimensional embedding, we performed the matrix factorization \( X \approx \hat{X} = UV \) or \( \hat{X}_{ij} = U_{i \cdot}^T V_{\cdot j} \). Matrix \( U \in \mathbb{R}^{m \times k} \) holds the pages latent factors, while \( V \in \mathbb{R}^{k \times n} \) holds the users’ latent factors. We take as a simplifying assumption that the difference between \( X \) and \( \hat{X} \) is normally distributed, which allows us to use the mean-square error as our loss function.

We note as \( \Omega \) the set of all observed \( (i, j) \) sessions. In the current settings, all sessions are observed, and we know for a fact whether or not a user has visited a given page. However, in order to better generalize our latent factors and account for the noise in our observed matrix, we hold out part of the of indices and perform cross-validation. This method is commonly used in collaborative filtering methods [35] in order to avoid overfitting. We add normally distributed regularization parameters to our model. This results into a new loss function, as stated below:

\[
J = \sum_{(i,j) \in \Omega} (X_{ij} - U_i^T V_j)^2 + \lambda(\|U\|_F + \|V\|_F)
\]

We use the alternative least squares [34] algorithm to minimize our loss function in an iterative way. This algorithm alternatively sets one matrix (\( U \) or \( V \)), and estimates the other by minimizing the loss function via derivation. This step is followed by adding the factor below to the latent factors’ \( U, V \) matrices, iteratively until convergence:

\[
\begin{align*}
U_i &= (\sum_{j \in \Omega_i} v_j v_j^T + \lambda I)^{-1} \sum_{j \in \Omega_i} (X_{ij} - \mu) v_j \\
V_j &= (\sum_{i \in \Omega_j} u_i u_i^T + \lambda I)^{-1} \sum_{i \in \Omega_j} (X_{ij} - \mu) u_i
\end{align*}
\]

where \( \Omega_i \) is the set of all users that visited page \( i \), and \( \Omega_j \) is the set of all pages that user \( j \) visited.

Similarly to the topics vector, adding the latent factors of pages to the prediction model showed a slight degradation in the prediction result on the held-out set, reaching 81.2%, 81.3%, 86.7% for accuracy, F1 score and AUC. In addition, the low-dimensional factors (with length of page as control) perform similar to our length-only baseline and reach 75.3%, 75.2%, 79.2% for accuracy, F1 score and AUC respectively.

5 CONCLUSION AND FUTURE WORK

This paper examines an under-explored signal, backtracking, and what it can teach us about the content of online news articles. We define and explore different types of backtracking actions on Web-based articles, showing that different news sites exhibit different backtracking patterns. We also demonstrate that full backtracking events can be accurately predicted with textual features related to readability assessment. By controlling for readers and topics, we discover that backtracking behavior is driven primarily by the textual content of an article. Our findings open a promising opportunity towards revisiting readability using large-scale web signals.

Our work has several limitations, related to data size and scope. Future work can extend the current work by analyzing a larger news corpora, or different content types, such as e-books. While our work only examined content from desktop interactions, understanding backtracking behavior across both desktop and mobile devices could expose different types of behaviors and perhaps more detailed understanding of backtracking. Finally, future work can leverage the insights about language’s impact on readability and backtracking behavior. Such lines of work include supporting authors and editors in crafting content and helping struggling readers navigate text with language features known to hinder reading, such as coreferences. In both cases, the impact of these interventions could be measured at scale using the backtracking signal.
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