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2. Information about previously indexed documents needs to
be retained so queries corresponding to the old documents
are still correctly mapped to the right document.

Retrieval performance is close to training from scratch for
Loss is minimized with L-BFGS optimization! queries from old and new documents!



