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Models learning from feedback But: models often generate and Can coupling comprehension and
often train on own outputs, trading comprehend language in deployment generation change this trade off?
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Coupled Deployment: Joint Inference
* Approximate Rational Speech Acts framework (Fried et al, 2018) for coupling

Deployment Results

 MTurk deployment with humans, consisting of thousands of interactions
Joint distribution o Pl(t 1, u)’l PS(M 1, t)l—,l * Full approach vs. e}blat{ons W|thoyt joint |nf§rence (No-Jl), data sharing (No-
DS) or both (Baseline) in randomized experiment.

. * Evaluation: task success and generated language
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p Coupling Allows for More Data Efficient Learning
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Coupled Training

Coupling Improves Lexical Diversity and
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