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Problem Statement Reasoning with State-Visitation Distributions

Code and simulator: https://github.com/clic-lab/drif

Goal: map instructions, first-person images and pose estimates
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