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Introduction Conversational interactions provide significant opportunities for autonomous learn-
ing. This abstract describes ongoing work [1] towards building self-improving dialog systems that
learn from their mistakes, with little or no human intervention. When a system fails to understand
the meaning of the user’s utterance, it can ask for help or clarification. The feedback it receives not
only helps to further the current interaction, it also provides a powerful signal for learning to avoid
making similar mistakes in the future.
For example, consider applying this learning paradigm to develop algorithms for improved semantic
understanding. Figure 1 presents a conversation where the system failed to understand the user’s
initial request. To complete the task, the system must use a remediation strategy. Here, it takes
the initiative by asking for and confirming each flight constraint in turn. This strategy produces an
unnatural conversation but provides supervision for learning the meaning of the original utterance.
The ability to automatically learn from this indirect feedback will enable the rapid development of
simple self-improving dialog systems that learn through interaction and continually acquire better
understanding of language.

SYSTEM: how can i help you?
USER: i would like to fly from atlanta georgia to london england on september twenty fourth in the early
evening i would like to return on october first departing from london in the late morning
SYSTEM: leaving what city?
USER: atlanta georgia
SYSTEM: leaving atlanta. going to which city?
USER: london
SYSTEM: arriving in london england. what date would you like to depart atlanta?
USER: september twenty fourth in the early evening
[conversation continues]

Figure 1: Conversation excerpt from a travel-planning dialog. Conversations of this type provide
the training data to learn to recover the context-dependent meaning of user utterances.

Learning from this weak signal is challenging. In any specific conversation, system remediations
can fail to recover aspects of the original user meaning and can introduce spurious constraints, for
example when users change their goals mid conversation. To learn effectively, the algorithm must
accumulate evidence from many interactions.

Dialog Semantics We will learn a semantic parser to recover meaning from user utterances. For
example, in a flight booking system, the user’s response to the question Where do you want to fly?

Response: Seattle on Friday
LF: (REQUEST

x→flight1 : λx.to(x, SEA) ∧ date(x, FRI))

can be mapped to the meaning representation (MR) above: a speech act wrapping a lambda-
calculus expression defining the set of flights that match the user’s given constraints. The speech
act, REQUEST in our example, reflects how the utterance is used within the conversation, rather
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than the literal meaning which is captured by the lambda-calculus expression. The speech act in-
cludes a mapping of variables from the logical expression to objects discussed in the conversation
(x→ flight1), in our case: the flight planned.
One unique challenge for building these representations is that utterance meanings are often not
independent from the rest of the interaction. For example, the above user utterance doesn’t explicitly
state what flight property the noun Seattle is describing. The semantic parser has to use the context
provided by the current interaction to understand that Seattle is the destination. Incorporating this
type of reasoning into a semantic parser is a central focus of our work.

Learning Signal To learn from interactions we assume access to logs of conversations with no
manual labeling. However, we assume that the dialog system can provide a potentially incorrect,
formal representation of the dialog state. This state includes both the meaning of generated system
utterances and a representation of the context in which they appear. For example, the second system
utterance in Figure 1

SYSTEM: leaving what city?
MR: (ASK:λx.from(fl, x))

may have the automatically generated meaning representation (MR) above: a speech act wrapping a
lambda-calculus expression. We also assume the system can provide a set of conversational objects
under discussion. In the example above, there is a single conversational object, the fl constant,
which represents the flight currently being planned.
The information recorded from the series of system utterances following a complex user utterance
can be used as indirect supervision for learning. The key challenge is to automatically correlate
the incomplete and potentially incorrect information recorded by the system with potential meaning
representations of user statements, in such a way as to provide effective signal for learning a high-
quality semantic parser for the evolving dialog system.

Related Work There has been significant work on supervised learning for inducing semantic
parsers. Earlier work focused on learning for complex, English database queries [23, 19, 24],
while more recent approaches developed techniques that can learn to analyze many different lan-
guages [21, 22, 15, 11], and that can cope with spontaneous, unedited text [10, 25, 12]. Many cur-
rent efforts are investigating learning with alternate forms of supervision. Clarke et al. [7] and Liang
et al. [14] describe approaches for learning semantic parsers from questions paired with database
answers. Chen et al. [6] and Goldwasser et al. [9] take advantage of natural language sentences
paired with demonstrations of actions. While Goldwasser et al. [8] presents work on unsupervised
learning. Our approach provides an alternative method of supervision that could complement these
approaches. Additionally, there has been significant recent work on learning to do other, related, nat-
ural language semantic analysis tasks from context-dependent database queries [16, 26], grounded
event streams [13, 5, 2], environment interactions [3, 4, 20], and even unannotated text [17, 18].

Initial Progress In recent work [1], we demonstrated that learning from conversations as we de-
scribed above is possible. To do this we focused on learning to analyze the subset of context-
independent sentences, whose meaning does not depend on their position in the conversation. To
learn in this space, we presented an approach driven by a loss function that measures how a given
meaning representation (a) aligns with system understanding (b) fits the domain of the dialog sys-
tem. We showed that our approach is able to successfully learn a semantic parser without any manual
annotation. This approach significantly outperforms a baseline lacking the conversational signal.

Future Work Our long term goal is to build self-improving dialog systems that continuously learn
from their mistakes, with little or no human intervention. While our recent work proves that learning
semantics using a conversational signal is feasible, it does so by focusing on learning a context-
independent parser. In future work, we aim to build a semantic parser that incorporates contextual
information into the parsing process. Such a parser will be able to fully parse user utterances, by
inducing implicit meaning indicated by the state of the dialog. This state includes two components
that provide significant clues for parsing: the system request that triggered the user’s response and
the system understanding of the interaction so far. An important part of such work is to model and
recover user speech acts, which will reflect how the user utterance is used within the conversation. In
the long run we hope that such a learning approach will enable the rapid creation of dialog systems
that will be able to automatically improve over time, through interaction with users.
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